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Multi-Protocol Label Switching (MPLS VPN) 

What is MPLS? 

 

Multi Protocol Label Switching (MPLS) is a data-carrying mechanism in packet-switched 

networks. It operates at a layer that is generally considered to lie between traditional definitions 

of Layer 2 (data link layer) and Layer 3 (network layer or IP Layer), and thus MPLS is often 

referred to as a "Layer 2.5" protocol. It was designed to provide a unified data-carrying service 

for both circuit-based clients and packet-switching clients, which provide a data-gram service 

model. It can be used to carry many different kinds of traffic, including IP packets, as well as 

native ATM, SONET, Frame relay and Ethernet frames. The IP network has emerged as the 

network for providing converged, differentiated classed of services to user with optimal use of 

resources and also to address the issues related to Class of service (CoS) and Quality of Service 

(QoS). MPLS is the technology that addresses all the issues in the most efficient manner. MPLS 

is a packet-forwarding technology that uses labels to make data forwarding decisions. 

What is a MPLS header? 

 

MPLS works by prefixing packets with an MPLS header, containing one or more 'labels'. 

This is called a label stack. Each label stack entry contains four fields: - 

• 20-bit label value (This is MPLS Label) 

• 3-bit Experimental field used normally for providing for QoS (Quality of Service) 

• 1-bit bottom of stack flag. If this is 1, signifies that the current label is the last in the 

stack. 

• 8-bit TTL (time to live) field. 

 Various Routing function units  & Routers in MPLS 

 
Routing function in MPLS can be described on the basis of some units, which are defined as 

follows: 

 
Label:  A label is an identifier, which indicates the path a packet, should traverse. Label is 

carried along with the packet. The receiving router examines the packet for its label content to 

determine the next hop. Once a packet has been labeled, the rest of the journey of the packet 

through the backbone is based on label switching. Since every intermediate router has to look in 

to the label for routing the decision making at the level of router becomes fast. 
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Label Creation:  Every entry in routing table (build by using any IGP protocol) is assigned a 

unique 20-bit label. 

 
Swap: Every incoming label is replaced by a new outgoing label (As per the path to be followed) 

and the packet is forwarded along the path associated with the new label. 

 
Push:  A new label is pushed on top of the packet, effectively "encapsulating" the original IP 

packet in a layer of MPLS. 

 
POP:  The label is removed from the packet effectively "de-encapsulating". If the popped label 

was the last on the label stack, the packet "leaves" the MPLS tunnel. 

 
LER:  A router that operates at the edge of the access network and MPLS network LER 

performs the PUSH and POP functions and is also the interface between access and MPLS 

network, commonly know as Edge router. 

 
LSR: An LSR is a high-speed router device in the core of an MPLS network, normally called 

Core routers. These routers perform swapping functions and participate in the establishment of 

Label Switch Path (LSP) 

 
Ingress / Egress Routers: The routers receiving the incoming traffic or performing the first 

PUSH function are ingress routers and routers receiving the terminating traffic or performing the 

POP function are Egress routers. The same router performs both functionality i.e. Ingress and 

Egress. The routers performing these functions are LER. 

 
FEC: The forward equivalence class (FEC) is a representation of a group of packets that share 

the same requirements for their transport. All packets in such a group are provided the same 

treatment en route to the destination. As opposed to conventional IP forwarding, in MPLS, the 

assignment of a particular packet to a particular FEC is done just once, as the packet enters the 

network at the edge router. 

MPLS functions: 

MPLS performs following functions: - 

• Specifies mechanisms to manage traffic flow of various granularities, such as flows 

between different hardware, machines, or even flows between different applications. 

• MPLS remains independent of the Layer-2 & layer-3 protocols. Meaning thereby that 

label encapsulating the data packet does not depend upon layer 3 /layer 2 protocol of 

data. This justifies the name as multi protocol label switching. 
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• Provides a means to map IP addresses to simple, fixed-length labels used by different 

packet-forwarding and packet-switching technologies 

• Interfaces to existing routing protocols such as resource reservation protocol (RSVP) and 

open shortest path first (OSPF). 

• Supports the IP, ATM, and frame- relay Layer-2 protocols. 

Label Distribution Protocol (LDP):  

The LDP is a protocol for the distribution of label information to LSRs in a MPLS networks. It is 

used to map FECs to labels, which, in turn, create LSP. LDP sessions are established between 

LDP peers in the MPLS network (not necessarily adjacent). 

MPLS Operation:  

The following steps must be taken for a data packet to travel through an MPLS domain: 

• Label creation and distribution 

• Table creation at each router 

• Label-switched path creation 

• Label insertion/table lookup 

• Packet forwarding. 

 
The source sends its data to the destination. In an MPLS domain, not all of the source traffic is 

necessarily transported through the same path. Depending on the traffic characteristics, FEC s 

different LSP s could be created for packets with different CoS requirements. 

 
In Figure 1, LER1 is the ingress and LER4 is the egress router. 

 
LSP Creation & and Packet forwarding through an MPLS Domain 
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Tunneling in MPLS 

A unique feature of MPLS is that it can control the entire path of a packet without explicitly 

specifying the intermediate routers. It does this by creating tunnels through the intermediary 

routers that can span multiple segments. This concept is used for provisioning MPLS – based 

VPNs. (Figure-2) 
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MPLS Applications 

 
MPLS addresses today’s network backbone requirements effectively by providing a standards-

based solution that accomplishes the following: 

• Improves packet-forwarding performance in the network. 

• MPLS enhances and simplifies packet forwarding through routers using Layer-2 

switching paradigms. 

• MPLS is simple which allows for easy implementation. 

• MPLS increases network performance because it enables routing by switching at wire 

line speeds. 

• Supports QoS and CoS for service differentiation. 

• MPLS uses traffic-engineered path setup and helps achieve service-level guarantees. 

• MPLS incorporates provisions for constraint-based and explicit path setup. 

• Supports network scalability. 

• MPLS can reuse existing router/ATM switch hardware, effectively joining the two 

disparate networks. 

• Builds interoperable networks 

• MPLS is a standards-based solution. 

• MPLS helps build scalable VPNs with traffic-engineering capability. 

MPLS VPN 

 

MPLS technology is being widely adopted by service providers worldwide to implement 

VPNs to connect geographically separated customer sites. VPNs were originally introduced to 

enable service providers to use common physical infrastructure to implement emulated point-to-

point links between customer sites. A customer network implemented with any VPN technology 

would contain distinct regions under the customer's control called the customer sites connected 

to each other via the service provider (SP) network. In traditional router-based networks, 

different sites belonging to the same customer were connected to each other using dedicated 

point-to-point links. The cost of implementation depended on the number of customer sites to be 

connected with these dedicated links. A full mesh of connected sites would consequently imply 

an exponential increase in the cost associated. Frame Relay and ATM were the first technologies 

widely adopted to implement VPNs. 

These networks consisted of various devices, belonging to either the customer or the service 

provider, that were components of the VPN solution. Generically, the VPN realm would consist 

of the following regions: 
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Customer network— Consisted of the routers at the various customer sites. The routers 

connecting individual customers' sites to the service provider network were called customer edge 

(CE) routers. 

Provider network— Used by the service provider to offer dedicated point-to-point links over 

infrastructure owned by the service provider. Service provider devices to which the CE routers 

were directly attached were called provider edge (PE) routers. In addition, the service provider 

network might consist of devices used for forwarding data in the backbone called provider (P) 

routers. 

 
Classification of VPN Implementations 

 
Depending on the service provider's participation in customer routing, the VPN implementations 

can be classified broadly into one of the following: 

• Overlay model 

• Peer-to-peer model 

Overlay model 

 

• Service provider doesn’t participate in customers routing, only provides transport to 

customer data using virtual point-to-point links. As a result, the service provider 

would only provide customers with virtual circuit connectivity at Layer 2. 

• If the virtual circuit was permanent or available for use by the customer at all times, it 

was called a permanent virtual circuit (PVC). 

• If the circuit was established by the provider on-demand, it was called a switched 

virtual circuit (SVC). 

• The primary drawback of an Overlay model was the full mesh of virtual circuits 

between all customer sites for optimal connectivity. It resembles the physical mesh 

connectivity in case of leased lines. Overlay VPNs were initially implemented by the 

SP by providing either Layer 1 (physical layer) connectivity or a Layer 2 transport 

circuit between customer sites.  

In the Layer 1 implementation, the SP would provide physical layer connectivity between 

customer sites, and the customer was responsible for all other layers. In the Layer 2 

implementation, the SP was responsible for transportation of Layer 2 frames (or cells) between 

customer sites, which was traditionally implemented using either Frame Relay or ATM switches 

as PE devices. Therefore, the service provider was not aware of customer routing or routes.  

Later, overlay VPNs were also implemented using VPN services over IP (Layer 3) with 

tunneling protocols like L2TP, GRE, and IPSec to interconnect customer sites. In all cases, the 
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SP network was transparent to the customer, and the routing protocols were run directly between 

customer routers. 

Peer-to-peer model 

 

The peer-to-peer model was developed to overcome the drawbacks of the Overlay model and 

provide customers with optimal data transport via the SP backbone. Hence, the service provider 

would actively participate in customer routing. In the peer-to-peer model, routing information is 

exchanged between the customer routers and the service provider routers, and customer data is 

transported across the service provider's core, optimally. Customer routing information is carried 

between routers in the provider network (P and PE routers) and customer network (CE routers). 

The peer-to-peer model, consequently, does not require the creation of virtual circuits. The CE 

routers exchange routes with the connected PE routers in the SP domain. Customer routing 

information is propagated across the SP backbone between PE and P routers and identifies the 

optimal path from one customer site to another. 

Dial VPN Service 

Mobile users of a corporate customer need to access their Corporate Network from remote 

sites. Dial VPN service enables to provide secure remote access to the mobile users of the 

Corporate. Dial VPN service, eliminates the burden of owning and maintaining remote access 

servers, modems, and phone lines at the Corporate Customer side. Currently accessible from 

PSTN (127233) & ISDN (27225) also from Broadband.  

MPLS VPN Architecture and Terminology 

 

In the MPLS VPN architecture, the edge routers carry customer routing information, providing 

optimal routing for traffic belonging to the customer for inter-site traffic. The MPLS-based VPN 

model also accommodates customers using overlapping address spaces, unlike the traditional 

peer-to-peer model in which optimal routing of customer traffic required the provider to assign 

IP addresses to each of its customers (or the customer to implement NAT) to avoid overlapping 

address spaces. MPLS VPN is an implementation of the peer-to-peer model; the MPLS VPN 

backbone and customer sites exchange Layer 3 customer routing information, and data is 

forwarded between customer sites using the MPLS-enabled SP IP backbone.  

The MPLS VPN domain, like the traditional VPN, consists of the customer network and the 

provider network. The MPLS VPN model is very similar to the dedicated PE router model in a 

peer-to-peer VPN implementation. However, instead of deploying a dedicated PE router per 

customer, customer traffic is isolated on the same PE router that provides connectivity into the 

service provider's network for multiple customers. The components of an MPLS VPN shown in 

Figure are highlighted next. 
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Figure-3:  MPLS VPN Network Architecture 
 
 
 

 
 
 
 
The main components of MPLS VPN architecture are: 

 
Customer network, which is usually a customer-controlled domain consisting of devices or 

routers spanning multiple sites belonging to the customer. In Figure, the customer network for 

Customer A consists of the routers CE1-A and CE2-A along with devices in the Customer-A 

sites 1 and 2. 

 
CE routers, which are routers in the customer network that interface with the service provider 

network. In Figure, the CE routers for Customer A are CE1-A and CE2-A, and the CE routers for 

Customer B are CE1-B and CE2-B. Provider network, which is the provider controlled domain 

consisting of provider edge and provider core routers that connect sites belonging to the 

customer on a shared infrastructure. The provider network controls the traffic routing between 

sites belonging to a customer along with customer traffic isolation. 

In Figure, the provider network consists of the routers PE1, PE2, P1, P2, P3, and P4. 

 
PE routers, which are routers in the provider network that interface or connect to the customer 

edge routers in the customer network. PE1 and PE2 are the provider edge routers in the MPLS 

VPN domain for customers A and B. P routers, which are routers in the core of the provider 

network that interface with either other provider core routers or provider edge routers. Routers 

P1, P2, P3, and P4 are the provider routers. 

Figure-3 
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Advantages of MPLS over other technologies 

BSNL's primary objectives in setting up the BGP/MPLS VPN network are: 

• Provide a diversified range of services (Layer 2, Layer 3 and Dial up VPNs) to meet the 

requirements of the entire spectrum of customers from Small and Medium to Large 

business enterprises and financial institutions. 

• Make the service very simple for customers to use even if they lack experience in IP 

routing. 

• Make the service very scalable and flexible to facilitate large-scale deployment. 

• Provide a reliable and amenable service. 

• Offering SLA to customers. 

• Capable of meeting a wide range of customer requirements, including security, quality of 

Service (QOS) and any-to-any connectivity. 

• Capable of offering fully managed services to customers. 
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Allow BSNL to introduce additional services such as bandwidth on demand etc 

over the same network. 

MPLS Tariff 

TARIFF OF MPLS BASED IP-VPN SERVICE 

http://bsnl.co.in/service/mplsvpn_tariff.htm 

Tariff of MPLS VPN and IP VPN Services in Rs.:  
   

Particular  64 Kbps 128 Kbps 192 Kbps 256 Kbps 384 Kbps 512 Kbps 

Gold  63000 105000 138000 178000 221000 301000 

Silver  52000 88000 116000 149000 185000 249000 

Bronze  43000 72000 95000 122000 162000 219000 

IP VPN  35000 60000 79000 102000 137000 186000 

 

Particular  
768 

Kbps  
1 Mbps  2 Mbps  8 Mbps  34 Mbps  45 Mbps  

Gold  368000 423000 610000 2134000 3902000 4389000 

Silver  306000 353000 487000 1706000 3119000 3509000 

Bronze  267000 305000 355000 1242000 2272000 2556000 

IP VPN  229000 263000 294000 1028000 1880000 2115000 

 
 

Tariff for higher bandwidth i.e. 100Mbps, STM1, 1 Gbps and 2.5Gbps 

Particular  100mbps 
STM1 (155 

Mbps) 
1 Gbps  2.5Gbps 

Gold  8079500 11770000 56496000 101222000 

Silver  6459500 9410000 45168000 80926000 

Bronze  4705000 6854000 32899200 58944400 

Best Effort 3893500 5672000 27225600 48779200 

• Committed Data Rate in Bronze category - The bandwidth of Bronze category would be 

restricted to 50% of bandwidth. However, the minimum B/W of 25% B/W will be committed 

to Bronze customers. 

• Discount on MPLS VPN ports - It has been decided to give multiple port discounts on the 

total number of ports hired across the country as given below. It may be noted that multiple 

ports are not required to be located in a city for offering this discount:  
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No. of Ports 

Existed discount on 

VPN Ports on Graded 

basis 

Revised discount on 

VPN Ports on Non-

graded basis 

1 to 4 ports 0% 0% 

5 to 25 ports 10% 5% 

26 to 50 ports 15% 10% 

51 to 100 ports 20% 10% 

101 to 150 ports 20% 15% 

More than 150 ports 20% 20% 

Volume based discount on MPLS VPN Service - Annual volume based discount on graded basis 

may be given to all customers as under: 

Annual Revenue (in Rs.) on MPLS 

VPN Service per annum  

Volume based Discount on Graded 

basis  

Up to Rs.50 lakhs No discount 

Rs.50 lakhs to 1 Crore 5% 

Rs.1 Crore to 2 Crore 7.5% 

Rs.2 Crore to 5 Crore 10% 

More than Rs.5 Crore 15% 

 

• Shifting charges of MPLS VPN & IP VPN Port - Rs.2000/- per port. 

• Minimum hiring period for MPLS VPN and IP VPN ports - One year.  

• Up-gradation of port to higher Bandwidth – No charges to be levied for up-gradation to 

higher bandwidth. The rent for the lower BW port to be adjusted on pro-rata basis. 

• Provision of last mile on R&G/ Special construction basis - The charges to be levied as 

per prevalent R&G/ Special construction terms.  

• Local Lead charges: Included in Port Charges, if these are within Local Area of 

Telephone system of a City/Town (Virtual Nodes). 

• All charges are exclusive of Service Tax. 

Tariff for Postpaid dial-up VPN Service from MPLS VPN customers  (w.e.f 1st May, 2007): 

I. Duration Based Plans: 

 

  Number of Dial-in Users 
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Particulars  5 Users  25 Users 50 Users 100 Users 250 users 

Security Deposit (Rs.) 10,000 50,000 1,00,000 2,00,000 5,00,000 

Activation charges (one time) Rs. 500 2,500 5,000 10,000 10,000 

Monthly fixed charges (Rs.) 6,000 30,000 60,000 1,20,000 3,00,000 

Monthly free usages (equivalent to 

Rs.) 

6,000 30,000 60,000 1,20,000 3,00,000 

Credit Limit (Rs.) 10,000 50,000 1,00,000 2,00,000 5,00,000 

Usage Charges (Rs. per hour) 

PSTN 16 16 14 12 10 

ISDN (64K) 20 20 18 16 14 

Other Charges per User per month (Rs.) 

CLI Restriction Deactivation 10 10 10 10 10 

Time of Day access Restriction 10 10 10 10 10 

Details of child usages 5 5 5 5 5 

Source NAP restriction activation 5 5 5 5 5 

 II.      Volume Based Plans:  

  

Particulars 

Number of Dial-in Users 

5 Users 25  Users 50 Users 100 Users 250 users 

Security Deposit (Rs.) 10,000 50,000 1,00,000 2,00,000 5,00,000 

Activation charges (one time) Rs. 500 2,500 5,000 10,000 10,000 

Monthly fixed charges (Rs.) 6,000 30,000 60,000 1,20,000 3,00,000 

Monthly free usages (equivalent to 

Rs.) 

6,000 30,000 60,000 1,20,000 3,00,000 

Credit Limit (Rs.) 10,000 50,000 1,00,000 2,00,000 5,00,000 

Usage Charges (Rs. per MB) 

PSTN 1.00 1.00 0.80 0.70 0.60 

ISDN (64K) 0.75 0.75 0.65 0.55 0.50 

Other Charges per User per month (Rs.) 

CLI Restriction Deactivation 10 10 10 10 10 

Time of Day access Restriction 10 10 10 10 10 

Details of child usages 5 5 5 5 5 

Source NAP restriction activation 5 5 5 5 5 

Other terms and conditions:    

• Monthly Fixed charges are payable in advance;  

• Minimum 10 MPLS leased line ports should be in VPN before Postpaid dial-up facility is 

allowed;  

• Account will be deactivated once credit limit is crossed and fresh Action Charge will be 

payable;  



E1-E2 (CFA)/MPLS VPN  Rev Date: 17-03-11 

 
 
BSNL, India For Internal Circulation Only Page  13

• PSTN/ ISDN rentals and access charges will be extra;  

• Service Tax will be extra.  

 

FAQ’s Regarding BSNL MPLS VPN can be seen at  
http://bsnl.co.in/faq/mplsvpn_faq.htm 
 
More Reading: - http://www.iec.org/online/tutorials/ 
 
Questions 
 

1) Write MPLS header format 

2) Write the two models of VPN 

3) Write the advantages of MPLS VPN 

4) Write the advantages of MPLS 

5) Write some applications of MPLS 

 

xxxx 
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A leased line is a telecommunications path between two 

points that is available 24 hours a day for use by a 

designated user (Individual or company). 

These leased lines can carry data, voice and video 

information.  It is not shared in common among multiple 

users as dialup line.

What is Leased Line?



Connecting geographically spread out locations.

Dedicated transmission

Security

Ease of communication

Standby arrangement

Networking

Interconnection

Need for Leased Line



Type of Leased Line

Non MLLN (Conventional type)

MLLN



The MLLN is a Managed Leased Line Network system, 

which can provide leased line connectivity.

MLLN is capable of supporting two type of leased line.

1.Point to Point Circuit

2.Point to Multi Point Circuit

Bandwidth of a Managed Leased Line can be  64Kbps or 

n x 64 Kbps up to a maximum of 2Mbps.

The MLLN comprises of the following building blocks 

1. Digital Cross Connect (DXC) 

2. Versatile MUltipleXer (VMUX) 

3. Network Termination Units (NTU)

4. Network Management System (NMS) 

What is MLLN?



The MLLN is an integrated, fully managed, multi-service 

digital network platform , through which service 

providers can offer a wide range of services at an 

optimal cost to Business Subscribers .

Using the NMS, with powerful diagnostics and 

maintenance tools, the MLLN can provide high-speed 

leased lines with improved QOS (Quality of Service), 

high availability and reliability. 

MLLN Features



NMS also supports Service Provisioning, Network 

Optimization, Planning and Service Monitoring.

The system also offers features such as end to end

circuit creation and monitoring, Circuit Loop Test and

fault isolation, Automatic re-routing of traffic in case of

trunk failure, Software programmability of NTU etc.

Due to its wide range of applications in various sectors 

like banking (Core Banking), financial institutions, stock 

markets, newspaper industry, broadcasting houses and 

Internet Service Providers, the system benefit all kind of 

people all over the country.

MLLN Features   cont..



24 Hours performance monitoring of the circuit

Circuit fault reports generated proactively

On demand the bandwidth can be increased

Low lead time for new circuit provisioning

Protection against the failure of the circuit

Long drive on single pair copper wire

Centrally managed from ROT  connected to the Network 

Management System

MLLN Advantages



LAN-Inter Connection

Corporate hi-speed Internet Access through NIB

Hotline connectivity for voice

Point-to-Point Connection for data circuit

Point to Multipoint Connection for data circuit

EPABX Inter-connection

Virtual Private Network on MLLN Network

Extension of VPN (MPLS) to customer thro MLLN

MLLN Advantages   cont…



Key Elements of MLLN

The various components of the MLLN shall be: 

a) Digital Cross Connect (DXC).

b) Versatile Multiplexer (VMUX).

c) Network Termination Unit (NTU). 

d) Network Management System (NMS).



A DXC (Digital X-Connection) is equipped

with several trunk (E1) interfaces.

This network element cross connects the

similar capacity of ports specified by the

network operator.

Setting up and releasing a connection by

the operator not by subscriber.

DXC (Digital X-Connection)

Tellabs 8170   

DXC



Central Node

2nd Stage 

3 rd Stage

•Installed at Maintenance Regions (SR-DXC)

• Connectivity to 3 rd stage

• Aggregation of Remote VMUXs

•

for circuit provisioning

•Installed at Secondary 

switching Area (SS-DXC)

•VMUXs are also installed 

for circuit provisioning

Installed at regional level

(R-DXC)

• Connectivity to 2nd stage

•Aggregation leased line

13

3 Tier Architecture of DXCs



DXC Architecture
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Slave1

Slave2

Slave3

Slave4

Slave8

Slave7

Slave6

Slave5

Cluster 

Master

C-Bus Cable

X-Bus Cable

E1 

Interfaces

E1 

Interfaces

E1 

Interfaces

E1 

Interfaces

E1 

Interfaces

E1 

Interfaces

E1 

Interfaces

E1 

Interfaces



A digital Versatile Multiplexer (VMUX) is

equipped with several channel interface.

This network element multiplexes that all

tributaries (ports) coming from other

devices and forms a higher hierarchy

level output at the specified port.

Tellabs Basic node is offered to meet the

VMUX requirements.

V-MUX (Versatile Multiplexer)

Tellabs 8150

VMUX



QMH-G703

QMH-G703

16

PFU-A

OMH-HCO

OMH-HCO

OMH-HCO

-48V DC

X-BUS

-48v BUS

XCGNTU          

Interfaces

NTU               

Interfaces

NTU 

Interfaces

E1 

Interfaces

E1 

Interfaces

VMUX Architecture



MCB

VMUX-1

VMUX-3

DDF-1

VMUX-2

3 in 1  Rack

DDF-2

VMUX-1     

BLOCK-1(E1)

VMUX-1     

BLOCK-2(NTU)

VMUX-2     

BLOCK-1(E1)

VMUX-2     

BLOCK-2(NTU)

VMUX-3     

BLOCK-1(E1)

VMUX-3     

BLOCK-2(NTU)

Front View !

No modification 

allowed here
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V-MUX Block Partitioning



Type of VMUX N*64K E1

VMUX Type-I A 40 12

VMUX Type-2 A 24 4

VMUX Type-3A D/C 16 4

VMUX Type-3A A/C 16 4

18

VMUX Port Requirements



Base band modems (Network Terminating Units = 

NTUs) are usually customer premises equipment 

(CPE). 

They are typical “last mile equipment.”

NTUs can also be used for standalone point-to-point 

connections without the NMS.

NTU on the DTE side must support the 

V.35/V.24/V.28/V.36/ V.11/G.703 data interfaces. 

NTUs must be capable of being managed from the 

centralized NMS for the following essential parameters: 

(i) Speed      ii) Line loop testing    iii) Diagnostic

Network Terminating Unit (NTU)

CTU-S

CTU-R



64…2240 Kbps

CTU-S

CTU-R

64…2240 Kbps

CTU-S DTE Interfaces

V.35, V.36, X.21,G.703

2B1Q Line Coding

CTU-R DTE Interface

One Ethernet 10/100 Mbps
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NTU Connectivity



Network Management System

The NMS is centrally managing all the elements of

MLLN viz. Digital Cross Connect, VMUX and NTUs.

The NMS allows the Network operator to configure,

Provision, manage and monitor all aspects and

parameters of the remote elements of the MLLN

without the need of local intervention.

It is possible to manage the entire network

from any single location.

NMS auto recognize any change of configuration of any

network element.



Network Management System

Re-initialization of the network element shall be possible

from NMS.

NMS has the capability to configure the bandwidth on

demand of any leased line for specified time of the day.

NMS has the capability to assign priority to the leased

line at the time of configuration. This allows the high

priority customer lines to be routed first to the standby

route, in case of failure of the main route.



Network Plan
1. Nomenclature

DXCs at metros (Delhi, Mumbai, Kolkata & Chennai) four 
maintenance regions are designated as Regional DXCs (R-DXC).
DXCs of maintenance regions apart from Regional DXCs as above 
are called sub-regional DXCs (SR-DXC).
DXCs in the SSAs will be called SS-DXC.
Multiplexers will be designated as VMUXs
Remote Operator Terminals will be called ROTs.

2. Connectivity
Various types of connectivity will be required to be established in 
the network which are explained in the next slides.
The size of connectivity described is for initial set up only.
Additional capacities can be added by the BSNL officials when 
ever situation arise

3. Redundancy Requirements
MLLN has to provide high reliability service and it proposed to offer 
SLA for 99.5 % or better efficiency. Therefore, all the E1 links 
should be provided as rings wherever available.
In long distance network, E1 between same stations can be split 
into alternate physical path of rings to the extent feasible.
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VMUX-II

RTTC Ahmedabad

VMUX-II

RTTC Bhubaneshwar

VMUX-II

RTTC Chennai

VMUX-II

RGMTTC Chennai

VMUX-II

RTTC Guwahati

VMUX-II

RTTC Hyderabad

VMUX-II

RTTC Jaipur

VMUX-II

RTTC Kalyani

VMUX-II

RTTC Lucknow

VMUX-II

RTTC Mysore

VMUX-II

RTTC Rajpura

VMUX-II

RTTC Nagpur

VMUX-II

RTTC Ranchi

VMUX-II

RTTC Pune

VMUX-II

RTTC

Thiruvananthapuram

VMUX-II

RTTC Jabalpur

50001 50002 50003 50004 50005

50006 50007 50008 50009 50010

50011

50012

50013

50014

50015

50016

BRBRAITT Jabalpur

500

DXC-64P

Please note all NW Manager for 

their individual node IDs and inter 

connection of their nodes

VMUX ALTTC
60001/60002

Network Plan for BSNL Training Centers (BRBRAITT / RTTC / RGMTTC)



What is TVARIT/ TVARIT PLUS?

TVARIT is Sanskrit word for the term “ IMMEDIATE”.

TVARIT PLUS is newer version of TVARIT software 

which is a “ LEASED LINE ONLINE ” provisioning and 

upkeep system. It is computerized online system, simple 

to operate & self explanatory.

Paperless.

Reliable, Fast and Instant execution of transactions.

All the manual activities are computerized.



Main server is located at Banglore & disaster 
recovery (DR) site is at Pune.

TVARIT PLUS is accessible through MPLS/VPN 
cloud.

IP address for main server site is 10.192.174.7 & 
10.192.174.8

IP address for DR server site is 10.192.174.67 & 
10.192.174.68

HOW TO ACCESS TVARIT PLUS? 



As per Workflow, the users  are :
Commercial Officer ( CO_cityname)
Accounts officer ( Aocash_cityname)
Nodal Officer  ( NO_cityname)
Ld users ( LD_WTR/NTR/ETR/STR)

LD_Region_Dgmm_Station
SDEMUX_station

Admin User
CGM / GM / DGM / CIRCLE

TVARIT USERS



UNIQUE-ID Generation for each leased circuit

X  X  X  X    /    X X XXX    /       X  X       /     X  X  X  X

LLA-STDCODE  / SERIAL NUM / CKT CODE  /  LLB-STDCODE 

( Total 15 Digits )

Generates Advice note / Demand note for new registration

Keeps track of progress of provisioning of the circuit till

it is commissioned

Cancellation / Shifting  

R & G circuit provisioning 

Generates Accounting information and reports

Migration of  existing circuits

Issue of recurring bills (Annual or quarterly)

Provides cost estimator for rough estimates to the subscriber

All the transactions can be viewed by the user at any time.

Tariff changes can be incorporated immediately.

FEATURES



Numbering scheme of leased circuit

Every leased circuit will have a number as 

ABCD/JKLMN/XY/EFGH 

• WHERE ABCD= originating SDCA code 

EFGH= Terminating SDCA code

JKLMN = Circuit number 

XY = Circuit   type 

• For circuit within the same SDCA, ABCD=EFGH 

• For 3 digit code, D= # and H= #

• For 2 digit code, C, D, = # and G, H = # 

• For 5 digit SDCA code, for JKLMN = 00001 to 99999, the circuit 

number will be ABC#/JKL/XY/EFGH



GENERAL WORKFLOW

Registration
CO

Registration

Payment AO (cash)

Issue of prov

advice/demand 

note

CO

Feasibility

LLA
Feasibility

LD

Feasibility

LLB NO

Payment of prov

demand note AO (cash)

Issue of final 

advice/demand note

CO

A end
B endREGION

Tasks performed in TVARIT



TASKS of CO

New registration / 

Migration

Issue of provisional / final 

advice note

Issue of provisional / final 

demand note

Shifting / Cancellation / de-

allocation

User administration

Commissioning of circuits

MIS Reports

TASKS of Accounts officer

Payment

Registration amount

Provisional / Final Demand 

note

Recurring bills

R & G 

Views all accounting information

Sets opening balance

Disputed / Write off bills

Correction/creation/generation 

of bills



ADDITIONAL REPORTS

Generates all kinds of reports         

(SSA / CIRCLE / REGION / Company wise)

No of Circuit booked / commissioned/cancelled

No of circuit pending for commissioning

No advice / demand note issued / paid / pending

No of feasibility given / pending

Channel allocation done / pending

No of bills issued / paid / pending

No of Bills to be issued in current month 

Local lead report

Subscriber report (Excel format) for COs

Provisioning Report ( for circleusers )



Address Change / Shifting
Co_LLA will initiates the process 

(click on Change of address request)

Co_LLA Issues the request to the concerned users

ie.No’s of respective end only

Nos concerned will give the new address details and 

feasibility

Once feasibility is given, CO will issue the advice note / 

demand note.

Shifting allowed within LDCA otherwise cancel the circuit

and book again.



Closure /Cancellation

Co_LLA will initiates the process click on Cancellation request)

Co_LLA Issues the cancellation request to the concerned   users ie. 

Both No’s, LDNos/LD concerned will give the expenditure incurred if 

any, on the circuit. 

Once expenditure report is received, CO will issue the 

cancellation demand note/advice note.

Nos and LD will disconnect the circuit and deallocate the channel.

Billing & accounting

Generates recurring bills 

Quarterly/Yearly

Customized Billing

Accounting

Sub-ledger records

Service tax report

Revenue outstanding

others




